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What's all the buzz about AI?

The Hill

What just happened? The rise of interest in Atrtificial

Intelligence | TheHill

Artificial Intelligence, or Al for short, ha
Companies and investors are pouring 1
1 day ago

Amazon’s latest robot champion uses |
to stock shelves

.« Singularity Hub
The Poker-Play

1 month ago

Games have proven a popular test-bed for Al in recent years, and when
Google's AlphaGo cracked the ancient Chinese board game Go it was ...

¥V Vox
\A/hv an Al arme race wiith China WOUld be bad for

Artificial Intelligence May Doom The Human
Race Within A Century, Oxford Professor y technology” we need to keep from China.

Says

Posted: 08/22/2014 12:04 pm EDT Updated: 08/25/2014 7:59 pm EDT

in experts, China ramped up its ...

Frm

OPINION

poses challenges for Wall Street
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Al Hype vs. Reality




Machine Learning

An application of artificial intelligence (Al) that involves programming
computers so they can learn from data
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Image source: https://www.edureka.co/blog/machine-learning-tutorial/



The Goal of Machine Learning
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Deep
Learning

A subfield of machine learning
concerned with algorithms inspired
by the structure and function of the
brain called artificial neural
networks




Error Rates

Deep Learning Gold Rush
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DEMO: Human Learning vs. Supervised Machine Learning

Let’s learn about some animals...

Emperor
Tamarin



DEMO: Human Learning vs. Supervised Machine Learning

Let’s learn about some animals...

Tarsier



DEMO: Human Learning vs. Supervised Machine Learning

Let’s see what you’ve learned...
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Question 1

Which animal is this?

Emperor
Tamarin

Tarsier
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Question 2

Which animal is this?

Emperor
Tamarin

Tarsier
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Question 3

Which animal is this?

Emperor
Tamarin

Tarsier
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Question 4

Which animal is this?

Emperor
Tamarin

Tarsier
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Current Problems With
Supervised Machine
Learning

e Agents are trained on a static dataset
and then deployed

e If we want an agent to learn novel
information, it will catastrophically
forget previous knowledge
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Current Problems With
Supervised Machine
Learning

e If given novel information it lacks the
ability to identify as it as novel or say “I
don’t know”

e We want to develop agents that can
recognize and learn from novel
information

o Similar to human learning

GOAL-= Lifelong Learning

X 5‘%

Scalability

Continual
Learning

Novelty
Detection
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How do we solve
these problems?

Continual Learning and Novelty
Detection Solutions



Whatis

Continual
Learning?

Networks are able to learn and
adapt continuously over time

like humans 2
They use preViOUS knOWIGdge tO predictions predictions

make informed predictions in the [ Life ong learner/agent

future -
predictions
Task 2
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Continual Learning Tasks

e Incrementally learning classes one at a time

—» 000
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Continual Learning Tasks

e Incrementally learning datasets one at a time
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Streaming Learning

, + NN 1

(sample-by-sample) :
ﬂ ﬂ b1

e 1epochthrough dataset

e Instances must be learned
immediately

e Batchsizeofl

Agent Observing Data

e Inference can be performed

Tlme l

at any time during training



What is

Novelty
Detection?

In addressing general object
recognition, there is a finite set of
known objects in myriad
unknown objects

e Labeling something new, novel,

or unknown should always be a
valid outcome
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Bounded Classification

Give classifier the ability to say “I
don’t know” for novel objects
that it has not learned

Novel information can then be
grouped together for continual
learning

Open Set

Multi-class Classification Recognition

Closed Open
l | »
i 1
Training and Multiple known
testing samples classes, many
come from unknown
known classes classes

Image source: https://www.wjscheirer.com/projects/openset-recognition/ 23



My Project
Combine current methods for continual

learning and novelty detection into single
model
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Dataset

Caltech-UCSD Birds 200
(CUB-200)

e Number of classes: 200
e Number of images: 6,033

Image source: http://www.vision.caltech.edu/archive.htm|
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Methods for Contmual Learmng Evaluated

e Offline Model /
e No Rehearsal //?\\
e Full Rehearsal \& —
e Streaming Linear e V:
Discriminant Analysis
(SLDA)?
. Hayes, Tyler L. and Christopher Kanan. Lifelong Machine Learning with Deep Streaming Linear Discriminant Analysis." 3rd Conference

on Robot Learning (CoRL 2019), In Review.



Experimental Setup

1.

Trained the model to classify CUB-200 dataset
in incremental batches of 20 classes

After each batch, tested on all classes learned

up to that point

Computed classification accuracy and novelty
detection accuracy after each batch

Repeat until all 200 classes have been learned
(10 batches)
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1.

Evaluating Novelty Detection

e Outputs of model thresholded to detect novel inputs?

e Out-of-distribution (OOD) detection was evaluated against two
different novel inputs:
1. Noise (Gaussian distributed)
2. Inter dataset (samples from the Oxford Flowers dataset)

Hendrycks, Dan, and Kevin Gimpel. "A baseline for detecting misclassified and out-of-distribution examples in neural networks." arXiv
preprint arXiv:1610.02136 (2016).
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Performance Metrics- OOD Detection

e The Area Under the Receiver

ROC_CURVE
Operating Characteristic (AUROC) V0| BERFECT CLASSFER ~——
curve indicates how effectively a vo-
model can separate two classes %

W o.6-
2

e The higher the AUROC, the more Sy
effective the model is at novelty -
detection =

00=
OTO O'.Z O’L} 0?6 0?8 \.'O

FALSE POSITINE RATE

Image source: https://glassboxmedicine.com/2019/02/23/measuring-performance-auc-auroc/ 29



The Results

Conclusions of comparing different
models
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Closed Set Accuracies
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Novelty Detection Accuracies- Noise

Noise AUROC
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Novelty Detection Accuracies- Inter
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Improving SLDA with Better Novelty Detection

e The Mahalanobis distance
measures the likelihood that a
sample belongs to a specific class
(or none at all) and was shown to be
a reliable OOD detector for Deep
Neural Networks (DNNs)’

1. Lee, Kimin, et al. "A simple unified framework for detecting out-of-distribution samples and adversarial attacks." Advances in Neural
Information Processing Systems. 2018.
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Performance of Improved SLDA w/ Mahalanobis

Noise AUROC
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Overall Results
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Summary + Questions?

© Deep Neural Networks can be used to solve computer
vision problems such as image classification

© Current machine learning models lack the capability of
continual learning and novelty detection

© SLDA with Mahalanobis has proven it can both efficiently
learn incrementally and effectively detect novel
examples
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Thanks!

Any questions?

You can contact me at:

dampci@rit.edu
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Backup slides
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Results

Omega
Final Omega Final AUROC [AUROC Final AUROC |Omega Final AUROC [Omega
Method Accuracy |Accuracy |Noise Noise Inter AUROC Inter |Intra AUROC Intra
Baseline: 0.97 Baseline: 0.90 Baseline: 0.78
Mahalanobis: Mahalanobis: Mahalanobis:
Offline 0.81 NA 1.00 NA 0.99 NA 0.73 NA
Baseline:
Baseline: 0.94 [Baseline: 0.97|Baseline: 0.85 [Baseline: 0.95 |Baseline: 0.79(1.01
Mahalanobis: |Mahalanobis: |Mahalanobis: |Mahalanobis: |Mahalanobis: |Mahalanobis:
Full Rehearsal 0.78 0.96 1.00 1.00 0.99 0.99 0.76 1.04
Baseline: Baseline:
Baseline: 0.32 [Baseline: 0.33 |Baseline: 0.47 {0.53 Baseline: 0.53(0.68
Mahalanobis: [Mahalanobis: [Mahalanobis: [Mahalanobis: |Mahalanobis: [Mahalanobis:
MLP 0.08 0.10 1.00 1.00 0.90 0.91 0.55 0.75
SLDA w/
Baseline OOD 0.69 0.85 0.77 0.79 0.38 0.42 0.52 0.67
SLDA w/
Mahalanobis OOD  (0.69 0.85 1.00 1.00 0.99 1.00 0.52 0.72
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Goal of Computer Vision

To extract meaning from pixels...

RS

-~ -
o ~—

\L.\ Gare Mompapu“\w.; 395

What we see

What a computer sees
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Computer Vision vs. Human Vision

. . Interpreting
Sensing device
g -  device

Interpretation:
bridge, cars, water

Sensing device Interpreting
device
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Limitations of Computer Algorithms

Computers are They perform fairly Open ended tasks,

exceedingly efficient well on bounded tasks: § however, are very difficult

for well-defined tasks: EaoWwdbbar for a computer to solve:

+_

Q: What is the red
object used for?
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How Neural Networks Learn

Takes an input Makes a Adjusts the Repeats a large
prediction based function to make number of times
on current prediction more
knowledge correct
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How Streaming Learning Works

1. Dataisinputinto

model

2. Model updates
using input

3. Repeat

Because the model updates
after every example, you are
able to test at any time

Frame #2

Frame #3

Frame #4

O O O O OO O O
[ 1 [ 1 L1 [ 1
Updating... Updating... Updating... Updating...

Time
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Performance Metrics- Accuracy

Compared the classification
accuracy to the offline performance
over time using the metricQ_

Qo = =

1
T

N~

t=1

Tallt

aofﬂine,t
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OOD Inference Methods

e Baseline Thresholding
e Mahalanobis
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verall Results

Noise OOD - Baseline
Acc.
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